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Motivation

Contributions

• We propose a novel approach to decouple the function of spatial
information preservation and receptive field offering into two paths.
Specifically, we propose a Bilateral Segmentation Network (BiSeNet)
with a Spatial Path (SP) and a Context Path (CP).

• We design two specific modules, Feature Fusion Module (FFM) and
Attention Refinement Module (ARM), to further improve the accuracy
with acceptable cost.

• We achieve impressive results on the benchmarks of Cityscapes,
CamVid, and COCO-Stuff. More specifically, we obtain the results of
68.4% on the Cityscapes test dataset with the speed of 105 FPS.
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